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Introduction 

SAGI is an Artificial General Intelligence company focused on building artificial brains that mimic the 

human brain. The SAGI team uses biomimicry of the human brain involving advanced mathematics, 

brain biology and object-oriented computer technology. All assets, patents, software and applications 

are owned by the corporation. There is zero Open Source in the code base.   

Our differences with respect to standard or Generative AI are stark: 

 

Generative AI is a deep reinforcement learning (DRL) system. It is not a thinking system. In DRL systems, 

input data is subjected to meta layers which send input data from one layer to the next. They require 

trainers to condition the data, layer by layer and use various reward systems, probability weights and 

other mechanisms. The depth of the meta layer stack is commensurate to the degree of difficulty of the 

problem set. It can chew up an enormous amount of power both for training and execution. This 

conditioning also applies to the output layer. 

Training data must be collected or manually generated. This process can be very difficult as trainers and 

engineers must prevent the neural network from learning characteristics of the training patterns which, 

although there is some correlation with the result in the training set, cannot be used for decision making 

in real-world situations. The way of presenting “learning” data to the DRL can have a material impact on 

the rate of learning speed and whether the problem can be resolved by a DRL at all. 

The SAGI artificial brain is a neuronal network system employing concepts such as Entanglement & 

stochastic processes (new math). The SAGI artificial brain models the human brain in a biotech manner 

and comes with 2-4 million cortical columns. Each column contains approximately 100 neural networks.  

Each neural network contains 160-240 neurons with around 10,000 synapses per neuron. In addition, 

we have modeled different types of cells from the human nervous system to allow for more accurate 
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thinking processes in our artificial brain. These cells include glial cells (fibrosis and protoplasmic 

astrocytes) and various neurons including pyramidal neurons, stellate neurons, matrix neurons, unipolar 

neurons, bipolar neurons, and central neurons.  Our methodology allows learning, training and thinking 

to be carried out using biomimicry algorithms as opposed to DRL algorithms. 

SAGI Benefits 

There are major benefits to using human biomimicry including two orders or more of power savings per 

implementation over Generative AI. Why is this? Namely, a Generative AI system shunts decision 

making from one meta la er     he nex  using “ r bable” weigh s a  lie     c n i i ning  he la er  a a 

(manual training process) and relying on complex linear algebraic expressions for managing the resultant 

data bloat. This is the nature of deep reinforcement learning (DRL). There is no deductive pruning and 

no thinking taking place.   

SAGI uses stochastic processes & Entanglement, which allows the weights associated with sets of 

synapses or individual synapses to be updated concurrently by adjusting the weight of a single synapse 

during computational processing.  By using stochastic processes & Entanglement effective learning 

algorithms can be realized by a neural network with significantly less training data. It is possible to train 

neural networks using up to 90% less learning data compared to what is usually required with DRL, and 

providing significantly more accurate results. 

SAGI runtime brains use standard operating environments (SOE) such as Linux, Solaris, etc. The following 

graphic illustrates the power savings over traditional DRL systems. In this example, SAGI uses a Sparc 10 

CPU and Solaris O/S to deliver its capabilities when compared to a GPU based SOE. GPUs are optional for 

SAGI. 
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SAGI artificial brains can be scaled from small Telco closets to tier V facilities depending on the needs of 

the applications and customer. The power savings to date have been impressive. 

SAGI Customer Application Examples 

SAGI is deployed in multiple industries including Financial, Transport, Insurance, Medical, Forestry, 

Meteorological, Technology and Defense. There are three highlighted applications below. 

Medical Insurance 

ICD-10 [international coding for diseases version 10], is a global standard coding system and determines 

how hospitals, doctors and urgent care providers are reimbursed for their services. This is an error prone 

process that requires the service facility to provide a completed Electronic Medical Record (EMR) to 

Insurance along with an ICD-10 form most often completed by a human coder. If the form is incorrect or 

does not match the transcription on the EMR, it is rejected, therefore prolonging payments to the 

institution. Often ICDs are missing additional Primary diagnoses and Secondary diagnoses leading to this 

prolongment. Our application is outlined below and is currently running in 19 hospitals. That number is 

currently in the process of growing. 

  

Biomedical 

Another example application is a visual demonstration of the SAGI artificial retina. In this case, 3-D 

orthodontic aligners are produced from photographs and/ r  i e s  f  he subjec ’s   u h  This is a 

labor-intensive process requiring dozens of pictures and videos and scans. Our application was able to 
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streamline this process as outlined below. 

 

This application is currently being marketed by channels with access to over 5500 dental practices. 

Financial 

This is an example of a highly complex application for determining the liquidity risk of an international 

bank base   n s a is ics  his  rical  a a an   he ban ’s  wn ris   r  isi ns an  rules  
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Technology 

SAGI developed a Random Number Generator (RNG) that is software generated and does not use a 

hardware security module (HSM). The SAGI RNG finds starting seeds on Abelian elliptic curves 

through random filter functions using a form of Cohomology applied to the Abelian curves/groups.  

The below table outlines how SAGI’s RNG compares to other popular RNG algorithms for the listed 

tests. SAGI LLC’s RNG is best in Class for overall score when comparing how the algorithms 

performed for RNG tests.   
 

Example 4: Random Number Generator 

Generator CHI^2 Generator KS Generator Serial Generator Permutation Generator Correlation 

SAGI 0.06 Random.org 0.00 SAGI 0.03 SAGI 0.04 Random.org 0.00 

MT 0.06 CMWC 0.02 Middle Weyl 0.04 KISS 0.06 Xorshift32 0.00 

Xorshift32 0.06 Middle Weyl 0.02 KISS 0.08 Xorshift1024 0.12 RANDU 0.00 

Random.org 0.08 MINSTD (R ) 0.02 Xorshift1024 0.10 CMWC 0.12 SAGI 0.01 

Xorshift1024 0.08 SAGI 0.03 CMWC 0.10 Middle Weyl 0.12 MINSTD (O ) 0.02 

CMWC 0.08 Xorshift1024 0.04 ECRUYER 0.11 Xorshift32 0.14 Xorshift1024 0.06 

Middle Weyl 0.10 MINSTD (O ) 0.04 Random.org 0.12 RANDU 0.14 KISS 0.06 

MINSTD (R ) 0.10 KNUTH 0.04 Xorshift32 0.12 MT 0.18 Middle Weyl 0.06 

Park Miller 0.12 Park Miller 0.04 MINSTD (O ) 0.12 Random.org 0.20 MINSTD (R ) 0.06 

KISS 0.16 RANDU 0.06 MINSTD (R ) 0.12 KNUTH 0.22 MT 0.08 

MINSTD (O ) 0.20 Xorshift32 0.08 MT 0.16 ECRUYER 0.22 KNUTH 0.10 

ECRUYER 0.20 ECRUYER 0.08 Park Miller 0.18 MINSTD (R ) 0.24 Park Miller 0.10 

KNUTH 0.21 MINSTD (R ) 0.10 KNUTH 0.19 Park Miller 0.25 CMWC 0.12 

RANDU 0.52 KISS 0.16 RANDU 0.50 MINSTD (O ) 0.28 ECRUYER 0.12 

 

Furthermore, SAGI has developed a Quantum RNG together with a Quantum Computer API that 

generates quantum keys for additional security and even higher quality in application such as 

cryptography, simulations, gaming, statistical sampling, and scientific experimentation. 
 

Commercial Status 

SAGI is a TRL-9 status product. It is deployed in several industries and in unique applications, 

with reference customers. In 2025, SAGI will be releasing certain open APIs including its 

Quantum APIs. SAGI remains in stealth mode, but is open for customer trials, R&D partnerships 

and scale testing.  


